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Think Ecosystems:

Marine Ecosystem
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Marine Ecosystem: http://www.xbordercurrents.co.uk/wildlife/marine-ecosystem-2

People, Services/Processes,

hings

Diverse users with
complex networked
dependencies and
intrinsic adaptive
behavior — has:

1. Robustness
mechanisms:
achieving stability in
the presence of
disruption

2. Measures of health:

diversity, population
trends, other key
indicators
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mn Connecting People, Processes, and Things
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mn Cloud Resource Provisioning

Resources

Demand

——Capacity
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(Physics) The property of returning to an initial form or state
following deformation

stretch when a force stresses them

e.g., acquire new resources, reduce quality

shrink when the stress is removed

e.g., release resources, increase quality _\9



Sl Elasticity # Scaleability

%

Quality elasticity
Non-functional parameters e.g.,
performance, quality of data,
service availability, human
trust

Resource elasticity
Software / human-based
computing elements,
multiple clouds

Elasticity
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BIEE Towards Elastic Systems Design

Which interactions between people, processes, and things are important?
Most programming languages consider humans as users, not “functional” entities
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mn Towards Elastic Systems Run-Time

How can we leverage heterogeneous capabilities of humans, processes, things?
Can people be monitored and controlled similar to computing resources?
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mnl\/lultidimensional Elasticity
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mn Elasticity Model

Cost

Elasticity Signature

Resources

Quality



mn Elasticity Model
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mn Elasticity Analytics — Some Scenarios

= Elasticity of data resources

= Activate/change sensor deployment/configurations for
required data; changing types of data sources for analytics

= Elasticity of cloud platform services
= Deploy/reconfigure cloud services handling changing data

= Elasticity of data analytics

= Switch and combine different types of data analytics
processes and engines due to the severity of problems and
guality of results

= Elasticity of teams of human experts

» Forming and changing different configurations of teams
during the specific problems and problem severity




mn Specifying and controling elasticity

Schahram Dustdar, Yike Guo, Rui Han,
Benjamin Satzger, Hong Linh Truong:
Programming Directives for Elastic Computing.
IEEE Internet Computing 16(6): 72-77 (2012)

Basic primitives

SYBL-supported requirement levels
Cloud Service Level
Service Topology Level
Service Unit Level
Relationship Level
Programming/Code Level

o] [ [ i3=- s

SYBL (Simple Yet Beautiful Language) for
specifying elasticity requirements

Current SYBL implementation

in Java using Java annotations
@SYBLAnNnotation(monitoring=,",constraints=,",strategies=,
‘)
in XML
<ProgrammingDirective><Constraints><Constraint

name=c1>...</Constraint></Constraints>...</Programm
ingDirective>

as TOSCA Policies

<tosca:ServiceTemplate name="PilotCloudService">
<tosca:Policy name="St1"
policyType="SYBLStrategy"> St1:STRATEGY
minimize(Cost) WHEN high(overallQuality)
</tosca:Policy>... L1 ..

L ]
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mn High level elasticity control

#SYBL.CloudServicelLevel osdBeneernt e
CO n S 1 CO NSTRA' NT reS p 0 n SeTl m e < 5 m S ‘ EventProcessingUnit TZA:ﬁBRAT:Z_hGY CII:S;Et rez%?]nseTin:? < :D msl .
Cons2: CONSTRAINT responseTime < 10 ms srenrocesshatorcle T i o e T
WHEN nbOfUsers > 10000
Strl: STRATEGY CASE fulfilled(Cons1) OR @7 CONSTRAINT responseTime < 30 ms:
fulfilled(Cons2): minimize(cost)

QueueUnit
#SYBL.ServiceUnitLevel ElasicloT | _@
Str2: STRATEGY CASE ioCost < 3 Euro : 5‘&‘3 ]|
m axi m | Ze( d ataFres h ness ) an:smATEGY CASE avgBufferSize < 50 #:scalein;

#SYBL.CodeRegionLevel |
Cons4: CONSTRAINT dataAccuracy>90% PataControllerLnt gy
AND cost<4 Euro DataEndTopology EjnaNodeUnit Sﬁ :STRATEGY CASE cpuUsage < 40 %:scalein;

Georgiana Copil, Daniel Moldovan, Hong-Linh Truong, Schahram Dustdar, "SYBL: an Extensible Language for Controlling
Elasticity in Cloud Applications"”, 13th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid),
May 14-16, 2013, Delft, Netherlands

Copil G., Moldovan D., Truong H.-L., Dustdar S. (2016). rSYBL: a Framework for Specifying and Controlling Cloud Services
Elasticity. ACM Transactions on Internet Technology



mn Elasticity Model for Cloud Services

Moldovan D., G. Copil,Truong H.-L., Dustdar S. (2013). MELA:
Monitoring and Analyzing Elasticity of Cloud Service. CloudCom
2013

Elasticity Pathway functions: to characterize the

of elasticity behavior from a general/particular view
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mn Multi-Level Elasticity Space

Service requirement
COST<=0.0034%/client/h
2.5% monthly subscription for each
service client (sensor)

e Determined Elasticity Space Boundaries

e Clients/h > 148
e 300ms < ResponseTime < 1100 ms

DataControllerServiceUnit

DataEndTopology ,

LoadBalancerServiceUnit
CloudService

EventProcessingTopoldgy '

EventProcessingServiceUnit

DataNodeServiceUnit '

nts/h (coun

Cli

3507;

500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4500 5,000
Time (s)

Elasticity Space “Clients/h” Dimension

RespefiseTime

! AT

1,000 1,500 2,000 2,500 3,000 3,500 4,000 4500 5,000
Time (s)

500

Elasticity Space “Response Time” Dimension
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BB Multi-Level Elasticity Pathway

VM:...
: 1 DataControllerServiceUnit
Service requirement ' '
COST<= DataEndTopology ,
VM:...
1 DataNodeServiceUnit
0.00343/client/h — o
VM:...
2.5$ monthly .
LoadBalancerServiceUnit
1 1 loudServi
subscription for eacleusere '
service client VM=---,
EventProcessingTopology
(sensor) '
\E\m‘ntpmcessingSemiceUnit , VM:... ,
1.0k] throughputi
E B responseTime
900 clients/n
201
8. 800
700
16 1
§ 14 % 600
g 12 S 500,
% 104 400 |
§ 300/
w 200
100,
0.0
| 6.2 6.9 14 7.6 8.0 8.4 11.2
0.000 0.010 0.014 0.016 0.020 0.022 0.025 0.029 0.038 0.407 0.528 1.300 Situations Encounter Rate (%)
Cost/client/h
Cloud Service lzlasc')c?cﬁc;3 I}‘athway Event Processing service unit Elasticity Pathway
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Bl Elasticity space and pathway analytics

Cloud Infrastructure Management (DSG) Cloud Infrastructure Management (Flex.) Artifact Repository Deployment and Management Elasticity Monitoring Control Elasticity Analytics EDASICH SALAM
COMOT Yy
T VMTU99.U.42 W57 5 [ cpu_idle (%) ] B
O'aghg’ﬂg 8 mg M 183.45 [ bytes_out (bytes/sec) ]
, B 5 51 cpuUsage (%) 0.0042 [ dataTransfer (MBJs) |
= a [&u[mber(()vﬁf;\/]Ms (ms)] 1 [ numberOfVMs (ms) ]
.12 [ cost
ElasticloT I 556 3 [ bytes_out (bytesisec) ]
VM:10.99.0.44 0 [ bufferSize (number) |
Gateway : o VM 4383.9702 [ bytes_in (bytes/sec) ]
. . ) 98.1 [cpu_idle (%) ]
LocalProcessingUnit = 01 bufferSize (#)] B ) 0044 [ dataTransfer (MB/s)]
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0.12 [cost (3)]
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Daniel Moldovan, Georgiana Copil, Hong-Linh Truong, Schahram Dustdar, MELA: Elasticity Analytics for Cloud Services,

International Journal of Big Data Intelligence, 2014
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Mn Elasticity dependency analysis

= The elasticity of a service unit affects the elasticity of another unit.
How to characterize such cause-effect: elasticity dependency

= Modeling collective metrics evolution in relation to requirements

——Monitored cpulUsage(t):DataEndTopology = 2.86 +
@ DaaS_OpenStack @ DataEndTopology @.Ey_qqgl_’ggcessmgUmt — Estimated 0.29*throughput(t):EventProcessingTopology
: ~ @ throughput |AdjustedR:O.33 | [Deviation: std =3.19, avg = 2.64, min=0, max=10 |
16
14 h " l
. n (1110
W avgThroughput| g, 10 | | W M Al
i I (W
______ > 4l
2
T 4 ! v
Q) cpulsage o u
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
Tmels) O CSSSHSENTRNAS

@LoadBalanccrUnil

Daniel Moldovan, Georgiana Copil, Hong-Linh Truong, Schahram Dustdar, On Analyzing Elasticity Relationships of Cloud
Services, 6™ International Conference on Cloud Computing Technology and Science, 15-18 December 2014, Singapore
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n Enable elasticity reconfiguration at runtime

Analysis detects problems
but predefined strategies do
not always work!

Changing elasticity
specifications at runtime
without stoping services

Monitored Element

W Metric

@ Requirement

Gateway '

ElasticloTPlatform
EventProcessingTopology ;

Here you can edit the requirements:
Choose format in which you want to edit: | SYBL v

LPT_CO1:CONSTRAINT avgBufferSize <
200 #;

W*wlogy
, MOMUnit

QueueUnit '

LocalProcessingUnit
e o
[ avgBufterSize ()]
[ cpulisage (%)]
[ cost ($1)]

LoadBalancerUnit ;

EventProcessingUnit *

MOMUnit
967 | covUsae

responseTime (ms) |
throughput (operations!s|
[ cost ($m)]

DataControllerUnit Sl

VM:10.99.0.40

{ cputssae (%)) Ly,
numberONMs (ms) |
gz fcost ($)]
VM:10.99.0.39
v

a7 [ bottersize (3))

7 avgBufterSize (#)]
[cpulisage ()]
numberOfVMs (ms) |
12 | cost (8) ]|

{cputssage ()]
numberONMs ms) |
12 cost (§)]

VM:10.99.0.87
vh!

{cpusage (%)]
responseTime (ma) ]
hroughput (cperations’s) |
avgThoughput (operations’s) |
numberONMs (ms) |

2] cost (5)]
VM:10.99.0.88

glm o7 o

NumberOfVMs (ms) |

2] cost (5)]

YUST BE LESS_THAN [200]
VM:10.99.0.18

(el

3599 [ bytes_in (ytesisec) |
1 [ Gu_idle (%)
07 [ bytes_out (bytes/sec) |
 cataTransfer (M8%s) |
numberOVMs (ms) |

(number) ]
253701 [ bytes_in (bytesisec) ]

‘UST BE LESS_THAN [200.0]

96 2402 [ bytes_in (bytesisec) |
74 bytes_out (bytesisec) |
6 [ cou_ide (%)]
9 | GataTranster (MBJs) |
numerONM (ms) |

responseTime (millseconds) |
Swoughput (¥) |
0601 [ bytes_in (bytes/sec) |
99 bytes_out (bytes/sec) |
7 [ cpu_idle (%) |
{ dataTransfer (MB/s) |
(ms) ]

19.2402  bytes_in (bytesec) |
35 byles_out bytes'sec) |
3 cpu_ide (%) ]
{ dataTranster (M8/s) |
numberONMs (ms) |

QueueUnit '

Gatewip‘)oessingUnit ‘PT_CO1 {CONSTRAINT avgBufferSize < 200 #;

bPT_STtSTRATEGY CASE avgBufferSize < 50 #:scalein;

LoadBalancerUnit '

EventProcessingUnit P_ST1:STRATEGY CASE responseTime < 10 ms AND avgThroughput < 200 operati

5PT_CO1 :CONSTRAINT responseTime < 20 ms;

DataControllerUnit '

DataEndTopology *taNodeUnit ‘N_STtSTRATEGY CASE cpuUsage < 40 %:scalein;
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Elastic Computing for the
Internet of Things
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mnProcesses with machines and people

Machine/Human

( .
.. ImEm Event Analyzers r _ ) Maintenance
events stream Data analytics process

& _— =
/@ Operation i_.; 37 r
problem @

B ] Critical M2M PaaS
er stakeholders | situation 1 Critical P Cloud DaaS
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) g Cloud IaaS
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Core principles:
= Human computation capabilities under elastic service units
= “Programming” human-based units together with software-based units -
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HVAC (Heating, Ventilation, Air Conditioning) Ecosystem

———— Cooling water
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© Copyright 2010 Pacific Control Systems. All Rights Reserved.
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Water Ecosystem
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Air Ecosystem
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Monitoring
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_ » Chiller Plant Analysis Tool

. Chiller Performance Metrics

43C 78 %
3.6
. Outside Air Humidity
- Temperature
18
1.2

0.6
0

Electrical Load 66.5 KW

Energy Consumption 1312.4 kWh
fccopr ke [ ) InTemp [ () Out Temp o P s

COMPRESSOR B

MOTOR CURRENT
100.0 A

MOTOR TEMPERATURE

DISCHARGE GAS 53."57‘"(.‘"0% 87.4 °C

TEMPERATURE 'h

DISCHARGE GAS 51.2 psl & FROM BUILDING =

PRESSURE 11.1 °C
.S’UCT'ON 43.7 psia To BUILDING
RESSURE
8 e
SATURATED SUCTION ®
TEMPERATURE 5.3°C  FroM COOLING TOWER
30.9 °C i
OIL PRESSURE  45.9 psi ©  To COOLING TOWER ‘
33.6 °C
OIL PRESSURE 2.5 psi®
DIFFERENCE
SATURATED 36.1 °Ce
CONDENSING
TEMPERATURE

>

detailed refrigeration
analysis cycle
COMPRESSOR A

4892.0 hrs
70.0%

Run Hrs
Percentage Load

Run Hrs
Percentage Load

© MOTOR CURRENT 99.0 A

5179.0 hrs
100.0%

* MotoR TEMPERATURE ~ 90.3 °C

 DISCHARGE GAS
TEMPERATURE

© DISCHARGE GAS
PRESSURE

. SucTioN
PRESSURE

. SATURATED SUCTION
TEMPERATURE

© 0IL PRESSURE

. OIL PRESSURE
DIFFERENCE

 SATURATED
CONDENSING
TEMPERATURE

46.7 °C
117.6 psi

44.0 psi

9.8 °C

106.9 psi

51.4 psi

10.2 °C



Command Control Center for Managed
Services




Elastic Computing for
People



mn Human-based service elasticity

= Which types of human-based service instances
can we provision?

= How to provision these instances?

= How to utilize these instances for different types
of tasks?

= Can we program these human-based services
together with software-based services

= How to program incentive strategies for human
services?



ISl Srecifying and controling elasticity
of human-based services

_' #predictive maintanance analyzing chiller measurement
WHESIRTERIEECRI 4#SyB| ServiceUnitLevel
WVELEREEIEREE V501 MONITORING accuracy = Quality.Accuracy

Consl CONSTRAINT accuracy < 0.7

Strl STRATEGY CASE Violated(Consl):

Notify(Incident. DEFAULT, ServiceUnitType.HBS)

L ]
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B Elastic SCU provisioning

Elastic profile

SCU (pre-)runtime/static formation
Consumer !
consumerreqqfes;:ﬁ; = | [ request //, \\\\ i
R e —— Algorithms
Y §E g
Runtimetlgp_g_i_r]g__ gg_n %E Quality-Aware | . Ant COIOny
) | oscu | ‘Ea%‘ Provisionin == | Provisioning Engine ‘ : H H
;"?v; | : Q{-% f h =) ' Middlewarg “E 4 Algorithms n 1 Optlmlzatlon
i n s variants

L__ — » FCFS

,3(/ deploySU | ICU M anager > é i u Greedy

7 SCU Provisioning

e ! Framework .
e HI ____________ 4@_ _____________ poperies
extension/reduction @ Cloud APIs

. ICU Cloud -1 ICU Qoud -2 ICU Cloud - n
» Task reassignment
based on trust, cost,

availability

Mirela Riveni, Hong-Linh Truong, and Schahram Muhammad Z.C. Candra, Hong-Linh Truong, and Schahram
Dustdar, On the Elasticity of Social Compute Units, Dustdar, Provisioning Quality-aware Social Compute Units in
CAISE 2014 the Cloud, ICSOC 2013.
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mn Conclusions and Outlook

= Elasticity

= Crucial for ensuring quality of results in a
continuum of different computing platforms
Integrated software, people, and things

= Coordinating elasticity across platforms needs
concepts of elastic objects and fundamental building
blocks for engineering an end-to-end elasticity for
cloud services —-> see our prototypes

= Ongoing work
=  Programming languages for Elastic Computing
= Elasticity coordination



Thanks for your attention!

Prof. Schahram Dustdar,
IEEE Fellow

Distributed Systems Group
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The Vienna Elastic
Computing Model

SmartCom
QUELLE
SALSA
Estimating
Actustion Delays
in Elastic
Computing
Systems

SYBL

ADVISE

MELA

Hybrid service

ecosystems

Elasticity Profile

SCU Elasticity

Overview Challenges  People F’uhlic.aﬁons(Prototypes| Projects

SmartCom - A Communication Middleware for Hybrid Diversity-Aware
Collective Adaptive Systems (HDA-CAS)

# Prototype and desoiption

QUELLE - Framework for Accelerating the Development of Elastic Systems

# Prototype and desoription

SALSA - Framework for Dynamic Configuration of Cloud Services

* Prototype and desoription

Software-defined loT Cloud syst

# Provisioning and governance framework

On Estimating Actuation Delays in Elastic Computing Systems

» Desoiption and experiments

SYBL - Simple Yet Beautiful Language for Elasticity Controls

#» SYEBL Design and Runtime

# SYBL + MELA Demo

ADVISE - a Framework for Evaluating Cloud Service Elasticity Behavior

* Prototype and desoiption

MELA: Monitoring And Analyzing Elasticity Of Cloud Services

» Prototype, documentation and demos

Hybrid Service Ecosystems

* A framework for managing service ecosystems in the Vienna Elastic Computing Model

Elasticity Profile

= Elasticity Modeling for Mixed Systems

On the Elasticity of Social Compute Units

© Discussion and details



